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Abstract

This work explores the importance of dynamic inflow for wind turbines of varying rotor radius and also
includes various coplanar multirotor setups. A parametrized model including the rotor and inflow dynamics
is formulated. Typical values and ranges for the parameters are estimated using theoretical results and
empirical data. The model is analyzed in terms of the kinetic energy and its dynamic responses. By
analyzing the ratio of kinetic energy in the rotor vs. induced flow, we obtain a scalar measure for the
relative importance of the dynamic inflow. Furthermore, the linearized closed-loop dynamics of a wind
turbine around its optimum are examined in terms of the eigenvalues and time constants. This gives
insights into the stability and control requirements for wind turbine systems. The results show that
dynamic inflow should be included in wind turbine modeling and control of most wind turbines, and can
only be ignored for small isolated rotors.
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1 Introduction

There is an ongoing expansion in global wind energy
which is expected to increase in the coming years,
Hutchinson and Zhao (2023), reflecting its vital role
in global energy production. This growth highlights
the importance of wind power for energy production.
Despite the widespread adoption of wind turbines to-
day, there are still engineering challenges that need to
be overcome Veers et al. (2023). As wind energy tech-
nology evolves, overcoming these challenges should be
one of the key focus areas.

A wind turbine’s primary function is to convert ki-
netic energy in the wind into electric energy. This is
done by first converting the kinetic energy from the
wind into energy in the rotor, which then through
the generator is converted to electric energy. During
this process, energy is removed from the wind, slowing
down the freestream wind as it passes the rotor. This
reduction in wind velocity is referred to as the induced
flow, or inflow.

Even though it is well known that the inflow is a

dynamic phenomenon, most work on design, modeling
and control is based on the assumption of static inflow,
Pao and Johnson (2009). This subjects the turbines
to higher loadings Odgaaard et al. (2015) and might
result in a shorter lifetime. Further design, simulation
and control issues arise when wind turbines are placed
in an offshore setting, Bashetty and Ozcelik (2021).

The wind energy community has had an ongoing dis-
cussion about whether dynamic inflow modeling is re-
quired or not, Odgaaard et al. (2015). An investigation
of the effect of dynamic wind speed estimation with and
without dynamic inflow conducted in Henriksen et al.
(2013) concluded that it should be included in state
estimators and model-based control schemes. In fact,
Papi et al. (2023) shows that a flow model with dy-
namic inflow has lower variations in induced flow, as it
effectively acts as a low-pass filter.

While a significant proportion of previous work on
wind turbine control has focused on maximizing en-
ergy capture, such as Johnson et al. (2006), these do
not include the inflow dynamics. Some authors such as
Henriksen et al. (2012) have included dynamic inflow
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and concluded that it is important for good control
implementations. Similarly, Odgaaard et al. (2015) in-
vestigated the use of dynamic inflow in Model Predic-
tive Control (MPC) design and found that with the
use of dynamic inflow the tower fatigue load could be
significantly reduced while almost not influencing the
produced energy. However, including inflow dynamics
is only part of the challenge, various types of inflow
models have varying influence on control and fatigue
loads, Mancini et al. (2023).
While some previous work has evaluated the neces-

sity of dynamic inflow in wind turbine systems, no pre-
vious work was found that could give a quantitative
measure of how important dynamic inflow is, and how
the importance of dynamic inflow changes with the ro-
tor size or multirotor configurations. Most previous
work is focused on large turbines in the category of
the 5MW turbine presented by Jonkman et al. (2009).
Additionally, the concept of multirotor wind turbines
has resurfaced in recent years with various researchers
investigating these concepts Zhang et al. (2022), but
the effect of dynamic inflow on such systems is also
underexplored.

The primary objective of this work is to analyze the
necessity of dynamic inflow for varying rotor sizes and
coplanar multirotor configurations. This will be done
by:

• Quantitatively analyzing the ratio of kinetic en-
ergy in the rotor and inflow systems to determine
their relative contribution at various radii and ro-
tor counts.

• Formulating a simplified dynamic model on state
space form for a wind turbine operating at its op-
timum and linearizing it.

• Analyzing the linearized dynamic model in terms
of its eigenvalues and time constants for varying
rotor radii and quantities.

While the model is developed for actuator disk rotors
as a coplanar multirotor setup, it still models single-
rotor wind turbines, as these can be seen as a special
case of the multirotor setup. Worth noting is that only
the rotor and inflow dynamics are considered. Other
dynamic systems such as the tower and support struc-
ture dynamics are omitted and are assumed not to have
a significant influence on the results presented herein.

2 Energy Modeling

We start the analysis by exploring where the energy
in a rotor system is present. This approach allows us
to easily highlight which system components are im-
portant, based on how much energy they contain. For

this, we let the power factor η be the ratio between the
kinetic energy contained in the inflow and the kinetic
energy in the rotor. This is an advantageous approach
since η is a scalar quantity and it is thus easy to inter-
pret and compare.

2.1 Energy in the Rotors

The rotor dynamics of wind turbines are assumed to
remain independent no matter how many rotors the
wind turbine consists of. The kinetic energy of a sys-
tem with N rotors is thus given as

Er =

N∑
n=1

1

2
Jω2

n =
1

2
ω⊺Jω =

J

2
ω⊺ω. (1)

The vector ω contains the rotational velocities of each
rotor, while J is a diagonal matrix with the inertia of
each rotor, J . For N = 1 we obtain the kinetic energy
for the monorotor system.

2.1.1 Rotor Inertia Modeling

The rotor inertia J requires a parametrization in the
rotor radius R for further analysis. As rotor systems
have different blade designs based on their intended use
cases and operational requirements, it is challenging to
generalize the blades on a theoretical basis. In an aim
to give a decent representation, we model the mass
and inertia of wind turbine blades based on data from
commercial wind turbines in the range from sub-one
meter radius of Istabreeze (2023) to over sixty meters
in the form of the well-known 5MW reference turbine
presented by Jonkman et al. (2009).

Let the inertia of the blades be given by a cylinder
of mass m with radius of gyration γ:

Jb = m(γR)2. (2)

The total rotor blade mass, m, theoretically follows
scaling laws that dictate that the mass of a turbine
blade should grow with the radiusR cubed, Canet et al.
(2021). However, empirical data indicate a growth that
is somewhat slower than this. We utilize the general
model on the form

m = κR3−β , (3)

with scaling factor κ and a correction factor β, repre-
senting the deviation from the theoretical scaling law.

In addition to the blades, the generator and hub also
introduce an additional moment of inertia. As this
value depends on the rated wind speed and general
turbine design, we will assume it to be proportional to
the blade inertia, as is done in Tang et al. (2008). The
total rotor moment of inertia is thus given by

J = σJb = σκR3−β(γR)2, (4)
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where σ is a nondimensional scaling parameter.

2.2 Energy in the Inflow

Modeling the energy contained in the inflow is a some-
what complex task. While there are various ways of
accomplishing this, we utilize the assumptions of an
inviscid, incompressible flow, with the flow field be-
ing described by a potential ϕ, such that the three-
dimensional inflow is given by ∇ϕ. This approach has
been widely used in the realm of inflow modeling as
shown in Peters (2009).
Following Batchelor (1967), the kinetic energy of the

induced axial flow, with density ρ through an actuator
disk is given as

Ei =
1

2
ρ

∫
u · u dV =

1

2
ρ

∫ 2π

0

∫ ∞

0

ϕu · n dr dθ, (5)

where n is the axial unit vector. Furthermore, the
potential ϕ of a uniformly loaded actuator disk expe-
riencing an induced flow w with radius R is given in
Conway (1995) as

ϕ = wR

∫ ∞

0

J1(sR)J0(sR)

s
ds, (6)

where J0 and J1 are the first- and second-order Bessel
functions of the first kind. An expression for the ver-
tical flow u · n evaluated on the disk is also given in
Conway (1995) and reads

u · n = uz = wR

∫ ∞

0

J1(sR)J0(sr)ds. (7)

Inserting (7) and (6) into (5) and integrating, one finds
the energy for a single rotor to be

Ei = µρπR3w2, (8)

with µ = 8
3π being the virtual inertia of the induced

flow.
The induced flow for a multirotor setup is more chal-

lenging to compute, as it has to include the aerody-
namic coupling between the rotors. This can be done
by shifting the potential given in (6) by the distance be-
tween the rotor centers, effectively evaluating the flow
at a different rotor. While this can be challenging in
the spatial domain, it is a trivial task in the frequency
domain, thanks to the two-dimensional Fourier shift
operator in polar coordinates

exp (−iδRk cos(θ −Ψ)). (9)

Here, k and ψ are the polar frequency coordinates, and
δ and θ are the shifts in polar coordinates, note that the

shift is normalized with respect to the radius. We will
utilize the two-dimensional Fourier transform given by

f̂(k,Ψ) =

1

2π

∫ ∞

0

∫ 2π

0

f(r, ψ) exp(−ikr cos(Ψ− ψ))r dψ dr.

(10)

Computing the Fourier transforms of (6) and (7)
gives

ϕ̂ =
RwJ1(kR)

k2
(11)

ûz =
RwJ1(kR)

k
. (12)

Using Plancherel’s theorem and inserting the shift op-
erator, we can now compute the energy for the inter-
action between any two rotors on the plane using

Ei =
ρ

2

∫ ∞

0

∫ 2π

0

ϕ̂ûz exp (−iδRk cos(θ −Ψ))k dΨ dk.

(13)
Aggregating all induced flows for the N rotors into a
vector w = [w1, w2, · · · , wN ]⊤, and all virtual inertias
µ for all rotor pairs in a matrix M , one can formulate
the energy in matrix-vector form

Ei = ρπR3w⊺Mw. (14)

The matrix M is nondimensional and symmetric.

2.3 Rotor Coupling Example

To illustrate the above coupling between the rotors,
we will now investigate an example with two rotors
and look at how the spatial separation influences the
coupling. Consider a system of two rotors with mass-
matrix

M =
8

3π

[
1 c(δ)
c(δ) 1

]
, (15)

where c(δ) is the normalized coupling term as a func-
tion of the rotor distance, which can be computed using
(13). When δ → ∞ the rotors become decoupled and
we are left with a diagonal mass matrix describing a
system with kinetic energy

Ei|δ→∞ = ρπR3µ(w2
1 + w2

2) = 2ρπR3µw2, (16)

where the induced flow on rotor 1, w1, is assumed to
be equal to the induced flow on rotor 2, w2. The to-
tal virtual mass and kinetic energy of two decoupled
systems is twice that of one system. In the opposite
extreme, when δ → 0, the coupling between the rotors
becomes as strong as their self influence, in other words
c(0) = 1, and we get the energy

Ei|δ→0 = ρπR3µ(w2
1 + 2w1w2 + w2

2) = 2Ei|δ→∞ (17)
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Now, the total virtual mass and kinetic energy is twice
that of the two decoupled rotors, or four times that of
one rotor. Figure 1 shows the effect of the rotor sepa-
ration distance on the scaling of the virtual mass and
kinetic energy. One can verify that the function tends
to the appropriate limits and that there is a smooth
transition between these.
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Figure 1: The influence of rotor separation on the vir-
tual mass.

2.4 Dimensionality Reduction

Compiling the equations for the kinetic energies gives
us the energy factor

η =
Ei

Er
=
ρπR3w⊺Mw

J
2ω

⊺ω
. (18)

By employing dimensionless variables, the model can
be readily generalized and scaled. To this end, we use
the Tip Speed Ratio (TSR), λ, and induction factor, a,
instead of the rotational and induced velocities, ω and
w. Assuming a constant freestream wind velocity, w0,
to simplify the analysis, the substitutions become:

ω = λ
w0

R
(19)

w = aw0. (20)

Substituting the dimensional variables in (18) gives
the energy factor in the nondimensional form:

η =
2πρRβa⊺Ma

γ2σκλ⊺λ
. (21)

Assuming that both a and λ are equal for all rotors,
the expression simplifies to

η =
2πρRβa21TM1

γ2σκλ2
, (22)

where 1 is an appropriately sized column vector of ones.

3 Parameters

The non-dimensional energy factor in (22) evaluated
at the optimum where λ = Λ depends on several pa-
rameters. Namely: ρ, β, Λ, γ, κ and σ. The following
paragraphs will elaborate on the applicable values and
ranges for these parameters.

Air Density The air density, ρ, is often assumed to
be constant but actually varies significantly with the
change in temperature. Using the ideal gas law for
computing the atmospheric density as shown in Man-
well et al. (2002) one finds that ρ = 1.225 kgm−3

at sea level at a temperature of 15 ◦C and atmo-
spheric pressure 101.325 kPa. At the same pressure,
but with a temperature of −30 ◦C the density increases
to 1.452 kgm−3, while at 30 ◦C the density decreases
to 1.164 kgm−3.

Optimal Tip Speed Ratio The optimal tip speed ra-
tio of a given turbine is dependent on its design. Gener-
ally, wind turbines have optimal operational tip speed
ratios in the range

4 ≤ Λ ≤ 10 (23)

Bakırcı and Yılmaz (2018), with typical values being
around 7, which is also the case for the NREL 5MW
reference turbine Jonkman et al. (2009).

Blade Mass Obtaining numerical values for the pa-
rameters describing the blade mass, κ and β, was per-
formed by minimizing the error of a normalized least
squares fit with empirical data. The data for commer-
cial turbines was aggregated from Ashwill (2006), Grif-
fith and Richards (2014), and Crawford (2011), while
data for small turbines was taken from More and Roy
(2020) and Istabreeze (2023). The normalization is cru-
cial for a fair fit, as smaller and lighter blades effectively
would otherwise have been ignored. The optimization
process yielded κ = 3.1 and β = 0.6. Figure 2 shows
the data points and the resulting model. Addition-
ally, keeping one of the parameters at the optimal so-
lution, the other was adjusted to give a lower and upper
bound, as shown in the figure.

Blade Inertia Wind turbine blades have a nonhomo-
geneous mass distribution along the blade due to var-
ious factors such as chord length and material compo-
sition. While the radius of gyration for a pipe with
homogeneous mass distribution is

√
1/3, it is expected

that a wind turbine blade will have a somewhat smaller
radius of gyration, since the mass is concentrated at
the blade root. Using data from Rinker and Dykes
(2018) and Jonkman et al. (2009), a minimum value of
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Figure 2: Rotor masses and the corresponding weights.

0.406 and a maximum of 0.413 was found. We adopt
γ =

√
1/6 ≈ 0.408 as a representable value being

within the range of empirical data and representing
half the value of a homogeneously distributed mass.

Rotor Inertia The relation between the blade and ro-
tor inertia, σ, was found using data from Rinker and
Dykes (2018). While the values typically were around
σ = 1.19, a minimum of 1.13 and maximum of 1.23
were also observed.
Table 1 shows a summary of all the parameters and

their ranges, with the minimum, typical and maximum
values.

Table 1: Modeling parameters and their respective
ranges.

Parameter Unit Min. Typ. Max.

ρ kgm−3 1.164 1.224 1.452

Λ - 4 7 10

κ kgm3-β 2.3 3.1 4.9

β - 0.48 0.6 0.67

γ - 0.406 0.408 0.413

σ - 1.13 1.19 1.23

4 Energy Analysis

We can now analyze the energy factor from (22) for var-
ious rotor sizes and configurations. Figure 3 shows the
various setups considered, ranging from 1 to 109 rotors
congregated in a hexagonal grid and shaped to resem-
ble a circle. The total swept area, and total power, are
the same for all four configurations.

Let RE denote the equivalent single rotor radius re-
quired to obtain a desired total swept area, and total
power, with N rotors. The individual rotor radius for
each of the N rotors is given by

R =
RE√
N
. (24)

Inserting (24) and the proportionality

1TM1 = αN3/2 , N ≥ 4. (25)

into (22) we get

ηN =
2πρRβ

Ea
2αN (3−β)/2

γ2σκλ2
, N ≥ 4. (26)

Comparing the energy factors for the single and mul-
tirotor cases gives the relation

ηN
η

=
α

µ
N (3−β)/2 , N ≥ 4. (27)

Ideally, α would equal µ, however, when comput-
ing α for the given multirotor setup, one finds that
α ≈ 0.808, which is slightly smaller than µ. Since
(27) is strictly positive, it is clear that the energy
in the induced flow in a multirotor system is always
greater than that of a mono-rotor system with similar
dimensions. Examining (26), one can see that the term
N (3−β)/2 is responsible for the changes due to the mul-
tirotor setup, the multirotor effect. Within the range of
numerical values for β, the multirotor effect is positive
with slightly faster than linear growth.

Inserting the values from Table 1 into (22) we obtain
the energy factor for the given system as a function
of the radius. Table 2 summarizes the energy factors
for three different system sizes and four different con-
figurations, varying from 1 to 109 rotors as shown in
Figure 3.

Table 2: Energy factors for different multirotor setups

Equivalent η for different values of N [ ]

radius [m] N = 1 N = 7 N = 19 N = 109

63 0.29 2.9 9.4 76

25 0.17 1.6 5.4 44

1.1 0.026 0.25 0.83 6.8

The energy factors for the 5MW NREL reference
turbine presented in Jonkman et al. (2009) with R =
63m and swept area of 12 468m2 is given in the first
numerical row of Table 2. In the single rotor case we
have that η = 0.29, Meaning that the rotor contains
about three times more energy than the inflow. While
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(a) 1 rotor. (b) 7 rotors. (c) 19 rotors. (d) 109 rotors.

Figure 3: Example setups of multirotor turbines with varying rotor counts.

the rotor contains significantly more energy, the inflow
still represents one quarter of the total energy. Increas-
ing the rotor count, i.e. changing out one large rotor
for several smaller ones results in an increased energy
factor. In fact, with 109 rotors of radius ≈ 6m, the
energy factor is as large as 76, indicating that almost
all the energy is stored in the induced flow.

The second numerical row in Table 2 shows the
750 kW wind turbine presented in Rinker and Dykes
(2018), for which the same trends as the 5MW turbine
can be observed.

Finally, the last row shows the 1 kW wind turbine
from Istabreeze (2023), with an energy factor of 0.026
in the single rotor case, rendering the inflow insignifi-
cant from an energy perspective. However, a multiro-
tor setup with only 7 rotors already makes the inflow
a significant shareholder of the total energy.

Worth noting is that we get an increasing energy
factor with increasing rotor radius. In other words, for
larger rotor radii, a larger proportion of the total en-
ergy is present in the induced flow. Likewise, for small
rotor radii, almost all energy is stored in the rotor.
This effect arises because the rotors in larger wind tur-
bines are proportionally lighter than they theoretically
should be, since β > 0.

Considering a slightly different application, namely
remote-controlled helicopters or drones, these will typ-
ically experience energy factors between 0.01 and
0.00003, highlighting that in such systems, the energy
is almost exclusively stored in the rotors.

Another conceptually similar system is subsea or
tidal turbines. These systems operate in a fluid about
1000 times denser than the atmosphere. Consequently,
the energy factor becomes 1000 times greater, implying
that a substantially larger part of the energy is stored
in the inflow.

5 Dynamics

The previous energy analysis has illustrated the rela-
tive importance of dynamic inflow in rotor systems in
terms of kinetic energy. The kinetic energy of a system
is closely coupled to the system dynamics, which will
now be investigated.

5.1 Rotor

Using Newton’s second law for rotational motion, the
dynamics of the rotational velocity of a wind turbine
can be expressed as

Jω̇ = q − qg, (28)

where q and qg are vectors containing all rotor and
generator torques, respectively. The generator torques
are considered the main control inputs of a wind tur-
bine. While some turbines also have the possibility of
controlling the blade pitch, this is not considered rel-
evant in the present work. Various control algorithms
for computing the generator torque exist, see Novaes
Menezes et al. (2018) for a review. Assuming we are
close to the optimum, which generally should be the
case for wind turbines during operation, we approxi-
mate any control algorithm by the Maximum Power
Point Tracking (MPPT) algorithm for optimal torque
control,

qg =
1

2
ρπR2Cp

(
R

Λ

)3

ω2. (29)

In the MPPT algorithm, Cp denotes the optimal power
coefficient and Λ the corresponding optimal TSR. From
central results in momentum theory, the well-known
Betz limit gives Cp = 16/27. The value of the optimal
TSR will depend on the particular blade design used.
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Inserting for the generator torque (29) and inertia
(4) into (28) and making it dimensionless using (19)
and (20), one obtains

λ̇κσw2
0γ

2R3−β = q − πCpρR
3w2

0

2Λ3
λ2. (30)

5.2 Inflow

The inflow dynamics in the multirotor case are not de-
coupled as is the case for the rotor dynamics. While
modeling multirotor inflow dynamics is a complex topic
in and of itself, we can use a shortcut by noting that
the mass m in the typical formula for kinetic energy

Ek =
1

2
mv2 (31)

for a system with velocity v, is the same mass that
enters the linear dynamic equation for the same system

mv̇ = τ − vk, (32)

where τ is some forcing and k a dimensional constant
making kv the same units as τ . Using the notion of a
virtual mass for the induced flow, we have from (14)
that

Mv = 2ρπR3M . (33)

We thus propose that a simple approximation to the
axial multirotor dynamic inflow on coplanar actuator
disks can be modeled with

Mvẇ = f − 2πρR2w |w0 −w| , (34)

where f and a are vectors containing the thrust and
induction factors for each rotor, respectively. In di-
mensionless form the dynamics become

Mȧ =
f

2πρR2w2
0

− a |1− a| . (35)

For a single rotor, we get

µȧ =
f

2πρR2w2
0

− a |1− a| , (36)

which is a dimensionless variant of the model for mean
axial flow given in Peters (2009).

5.3 Airloads

A crucial part of wind turbine systems are the airloads,
which allow for the transformation of kinetic energy in
the wind to mechanical energy in the rotor. We will
now present a simple model for the required airloads,
namely the thrust f and torque q.
When the rotor blade is subjected to a relative fluid

flow, forces and moments are generated. Since the

aerodynamics are passive, i.e. no energy is generated,
we know that

fw = qω. (37)

Furthermore, it is known that the power is given in
terms of velocities cubed multiplied by a constant k.
The primal solution to (37) is thus

f = kwω (38)

q = kw2. (39)

The constant k is found by using (36) in steady state
at the optimum a = 1/3:

k =
2πρR3

3λ
. (40)

Making the airloads dimensionless using

dω = dλ
(w0

R

)2

(41)

dw = da
w2

0

R
(42)

and inserting them into (36) and (30) yields

Mȧ =
λ(1− a)

3Λ
− a |1− a| (43)

λ̇κσγ2R3−β =
2π(1− a)2ρR3

3Λ
− 8πλ2ρR3

27Λ3
. (44)

6 Linearization and System
Analysis

The model formulation in (43) and (44) is not directly
tractable for further analysis. However, analyzing the
system behavior for small perturbations around the op-
timum can easily be achieved. This allows a simplified
system analysis around the equilibrium of the system.

Wind turbines typically operate around their opti-
mum, where momentum theory gives that a = 1/3, and
λ = Λ. A first-order Taylor series expansion around the
optimum approximates the behavior in the form of a
Linear Time-Invariant (LTI) system given by:[

λ̇
ȧ

]
=

[
− 8

3 η̄M
−1 −4Λη̄M−1

2
9ΛM

−1 − 2
3M

−1

] [
∆λ
∆a

]
= A

[
∆λ
∆a

]
(45)

where the power factor at the equilibrium

η̄ =
2πρRβ

9γ2κΛ2σ
M (46)

plays a central role. The matrix A characterizes the
LTI system where ∆λ = λ − Λ and ∆a = a − 1/3
describe perturbations from the equilibrium.
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An analysis of the system’s response for small per-
turbations in a and λ can now be performed. Such an
analysis makes it possible to understand how the non-
linear system behaves around the optimum for varying
rotor radii and multirotor configurations. A useful ap-
proach for LTI systems is to examine the eigenvalues
of the system matrix, A. For the model parameters,
we will use their typical values as presented in Table 1.
While the system formulation in (45) is given in its

dimensionless form, the system can easily be made di-
mensional by inserting the dimensional variables from
(19) and (20). In the following, the eigenvalues and
time constants will be dimensional with w0 = 10m s−1

and varying R.

6.1 Eigenvalues

While the general eigenvalues in the multirotor case are
difficult to analyze due to their quantity, we can make
some interesting observations for the single-rotor case.
With only one rotor, A becomes a 2 × 2 matrix with
eigenvalues −w0

R

1+4η̄+
√

16(η̄−1)η̄+1

3µ

w0

R

−1−4η̄+
√

16(η̄−4)η̄+1

3µ .

 (47)

The eigenvalues evaluate to either two unique real val-
ues or a complex conjugated pair, as shown in Figure 4.
From a stability perspective, Figure 4 confirms that

the real parts of the eigenvalues are negative, indicative
of a stable system. However, it is notable that the
eigenvalues become very small as the radius increases,
indicating marginal stability for very large radii.
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Figure 4: Eigenvalues of linearized single rotor wind
turbine system at equilibrium.

The presence of the complex conjugate pair is con-
fined to the region where(

2−
√
3
)
≤ 4η ≤

(
2 +

√
3
)
, (48)

which, for the present parameters becomes approxi-
mately 5.48m < R < 442m. In this expression, the
exponent correction of the mass scaling law, β, is piv-
otal; omitting it, i.e. β = 0, precludes the existence of
the complex conjugated eigenvalue pair. Practically,
this suggests that the appearance of complex conju-
gated eigenvalues is caused by wind turbine blades be-
ing lighter than predicted by theoretical scaling laws,
resulting in a possibly underdamped system.

For small wind turbines with R < 5.48m the system
has two distinct real negative eigenvalues, suggesting
the system is overdamped with no oscillations.

6.2 Time Constants

A slightly modified version of the eigenvalues, namely
the time constants, can give an intuitive interpretation
of the system for both single and multirotor setups.

Analyzing the time constants’ dependence on both
the radius and rotor count in the general case is chal-
lenging. For this reason, the dependence on the ra-
dius and rotor count will be analyzed separately, whilst
an example for varying rotor sizes and counts will be
shown for the cases presented in Table 2.

The system time constants represent the coupled dy-
namics of the wind turbine at the equilibrium. How-
ever, the time constant for the inflow without rotor
dynamics can be found at the limit where γ → 0. Like-
wise, the time constant for only the rotor dynamics can
be found by computing the limit as µ→ 0.

Figure 5 shows the time constants for systems with
varying rotor radius for two values of β. The case
where β = 0 is shown in Figure 5a. Here, the time
constants scale linearly with system size, and the rotor
mass scales according to the cube law.

The time constants for the model with β = 0.6,
which based on the preceding discussion is the typi-
cal value, are shown in Figure 5b. As β increases, the
rotor mass and thus moment of inertia is proportionally
lower than the cube law would suggest. This decreases
the time constants for the rotor relative to the case
where β = 0 and consequently, the whole system as
the radius increases. It follows from this, that blades
with R < 1 get a proportionally higher inertia due to
their proportionally large mass.

Overall, the time constants are reasonably alike for
small to intermediate radii. More specifically, it seems
like the rotor dynamics are dominating up until about
R = 40m, after which the inflow dynamics take over.
This analysis is useful for deciding what components
need to be included for proper wind turbine simulation
and control problems. The results show that for small
rotor radii, the rotor is slow compared to the inflow,
while the opposite is true for large wind turbines, where
the inflow is deciding.
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Figure 5: Time constants for system setups.

In contrast to the single-rotor case, the multirotor
system includes the coupling between the rotors due
to the aerodynamic interaction caused by the induced
flow. As with the energy factor, this coupling scales
with the amount of rotors present in the system. Fig-
ure 6 shows how the smallest and largest time constants
of a multirotor system change for varying rotor counts
for a system constant rotor radius R = 30m stacked in
a circular hexagonal pattern, as illustrated in Figure 3.
Importantly, the time constants are strictly positive,
meaning that the underlying system is stable.

As one can see in Figure 6, the smallest time con-
stant decreases in the beginning but stays reasonably
constant as the rotor count increases. This might be
because the high-frequency behavior is concentrated in
clusters around each rotor, meaning that adding more
rotors far away does not change the local behavior of
each rotor. On the other hand, the largest time con-
stant represents the slowest behavior of the system,
which is expected to grow with the system size as there
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Figure 6: Largest and smallest time constants for mul-
tirotor setup with R = 30m.

effectively is more mass to move.

Finally, we will consider the case where we have a
given total swept area, and examine how substituting
one large rotor for several smaller ones with in total the
same swept area influences the system dynamics. We
will here use the same setups as shown in Figure 3 and
discussed in Table 2. The smallest and largest eigenval-
ues for the different wind turbine system configurations
are shown in Table 3.

As one can see in Table 3, the smallest time constant
becomes slightly smaller as the rotor count increases
and consequently the rotor size decreases. The oppo-
site goes for the largest time constant, as it increases
significantly. A multirotor system will thus have both
quicker and slower dynamics than those of an equiv-
alently large single-rotor system. This is in contrast
to the decoupled case, in which all time constants de-
crease with decreasing radius.

7 Conclusion

This work employed theoretical models with parame-
ters tuned using theoretical results and empirical data
to demonstrate how a wind turbine system is affected
by the rotor size and quantity. These results have been
analyzed in terms of system stability and they also give
important insights into the requirements for simulation
and control design.

Under the assumptions of actuator disks and strictly
axial flow, key insights from our analysis include:

• Energy distribution:

– Systems with large rotor radii store propor-
tionally more energy in the inflow than sys-
tems with small rotor radii.
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Table 3: Time constants for different multirotor setups

Equivalent Time constants for different values of N [s]

radius [m] N = 1 N = 7 N = 19 N = 109

Min Max Min Max Min Max Min Max

63 7.43 7.43 5.43 10.3 5.18 18.8 5.0 51.3

25 3.82 3.82 2.59 6.01 2.45 7.04 2.35 19.3

1.1 0.15 0.86 0.08 0.89 0.07 0.89 0.07 1.39

– Systems with multiple rotors store more en-
ergy in the inflow than an equivalent single-
rotor system.

• Stability:

– Systems with large rotor radii exhibit
marginal stability.

– Increasing the rotor count generates eigenval-
ues that are both less and more stable.

• Dynamics:

– Single rotor systems with R > 49m are pri-
marily governed by the inflow dynamics.

– Single rotor systems with R < 49m are pri-
marily governed by the rotor dynamics.

– Multirotor systems with large rotor counts
are primarily governed by the inflow dynam-
ics.

These results highlight the importance of including
dynamic inflow in wind turbine control and modeling.
This becomes more important as the turbines get larger
in rotor radius or when they get arranged in multi-
rotor configurations. These findings agree well with
and elaborate on results from previous work, Henrik-
sen et al. (2013, 2012); Odgaaard et al. (2015).

Concluding, this study has shown that dynamic in-
flow is necessary in almost all wind turbine systems.
The only case in which the dynamic inflow might be
omitted without affecting model validity is for systems
with very small and few rotors, such as small remote-
controlled helicopters.
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